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Optimization of Lie group methods for differential equations
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Abstract

In this paper we present a technique for reducing to a minimum the number of commutators required in the practical
implementation of Lie group methods for integrating numerically matrix differential equations. This technique is subsequently
applied to the linear and nonlinear case for constructing new geometric integrators, optimal with respect to the number of
commutators.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The aim of geometric integration is to build
numerical methods for discretizing differential equa-
tions whilst preserving their known qualitative fea-
tures, such as invariant quantities and the geometric
structure. It is widely recognized that this class of
numerical algorithms (the so-calledgeometric inte-
grators) provides a better description of the original
system than standard methods, both with respect to
the preservation of invariants and in the accumulation
of numerical errors along the evolution[5]. By shar-
ing geometric structure and invariants with the exact
solution, these methods provide numerical approxi-
mations which are more accurate and more stable for
a significant class of differential equations, such as
those evolving on Lie groups.

It is not difficult to show that every differential equa-
tion evolving on a matrix Lie groupG can be written
in the form

Y ′ = A(t, Y)Y, Y(t0) = Y0 ∈ G (1)
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with A : [t0,∞[×G → g sufficiently smooth to en-
sure: (a) existence and uniqueness of solution and (b)
the validity of discretization methods. Hereg denotes
the corresponding Lie algebra (the tangent space at
the identity ofG). Eq. (1)appears in relevant physical
fields such as rigid mechanics (G ≡ SO(n)), Hamil-
tonian dynamics (G ≡ Sp(n)), Quantum Mechanics
(G ≡ SU(n)), etc. Even more, the analysis of generic
differential equations defined in homogeneous spaces
can be reduced to the Lie groupequation (1) [20],
and thus, provided a discretization is done inG, the
structure of any homogeneous manifold acted upon by
the groupG is also preserved. In other words, the Lie
group solver can be extended to homogeneous spaces
[18]. It is therefore of the greatest interest to design
numerical schemes which preserve the most salient
qualitative features of the system and at the same time
are computationally as efficient as possible.

In this paper new Lie group solvers forEq. (1)are
presented which are optimal with respect to the num-
ber of commutators required. This reduction in the
computational cost of the algorithms is achieved by
analyzing the Lie algebraic structure of the problem.
Both linear and nonlinear differential equations are
considered.
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2. Lie group solvers for linear and nonlinear
differential equations

Although there are several exceptions, the technique
used by Lie group methods forEq. (1) is to lift Y(t)
fromG to the underlying Lie algebrag, then formulate
and solve there an associated differential equation and
finally map the solution back toG. In this way the dis-
cretization procedure operates in a linear space rather
than in the Lie group. The lift of the flowY(t) from
the Lie groupG to the Lie algebra is usually done by
the exponential map, although the Cayley transform
can also be used with quadratic Lie groups[11,14].

To be more specific, we write

Y(t) = exp(Λ(t))Y0, Λ(t) ∈ g, (2)

so thatEq. (1)is transformed to the Lie algebra equa-
tion [12]

Λ′ = d exp−1
Λ A(t,eΛ Y0), Λ(t0) = 0, (3)

where

d exp−1
Λ C =

∞∑
j=0

Bj

j!
adjΛ C. (4)

Here Bj are Bernoulli numbers[1] and the adjoint
operator adΛ is defined by iterated commutators

ad0
Λ C = C, adjΛ C = [Λ,adj−1

Λ C], j ≥ 1.

The Lie algebraicequation (3)can be solved by an
explicit classical Runge–Kutta (RK) method. Then a
Runge–Kutta–Munthe-Kaas (RKMK) scheme is ob-
tained[18]. The following algorithm describes a sin-
gle step fromYn ∈ G, the numerical approximation to
Y(t = tn), to Yn+1 ∈ G for an RKMK method based
on ans-stage RK integration scheme:

Λk =
s∑
l=1

ak,lFl, Ak = hA(tn + ckh,e
ΛkYn)

Fk = d exp−1
Λk
(Ak), for k = 1, . . . , s,

Λ=
s∑
l=1

blFl, Yn+1 = exp(Λ)Yn. (5)

In this algorithm a practical means for computing
Fk = d exp−1

Λk
(Ak) has to be provided. In general, the

expansion(4) may be truncated to the orderp of the

underlying RK method and the resulting scheme will
get this same orderp, while evolving on the Lie group
G. In any case, a significant number of commutators
must be evaluated ifFk is computed with this proce-
dure.

When the Lie groupequation (1)is linear, i.e.,

Y ′ = A(t)Y, Y(t0) = Y0 ∈ G, (6)

a specially well suited approach for obtaining approx-
imate solutions is to make use of the so-calledMag-
nus expansion [16]. In essence, the idea is to write the
flow as in(2)

Y(t) = exp(Ω(t))Y0, Ω(t) ∈ g,
but nowΩ(t) is expressed as an infinite series

Ω(t) =
∞∑
k=1

Ωk(t),

whose terms are linear combinations of integrals and
nested commutators involving the matrixA at different
times. Thus, the first terms read

Ω1(t)=
∫ t

t0

A(t1)dt1,

Ω2(t)= 1

2

∫ t

t0

dt1

∫ t1

t0

dt2[A1, A2],

Ω3(t)= 1

6

∫ t

t0

dt1

∫ t1

t0

dt2

×
∫ t2

t0

dt3([A1, [A2, A3]] + [A3, [A2, A1]]),

whereAi ≡ A(ti). Explicit formulae forΩk of all or-
ders have been given in[10] by using graph theory,
whereas in[13] a recursive procedure for the gener-
ation ofΩk was proposed, which allows to establish
absolute convergence fort values which satisfy[2]∫ t

t0

‖A(s)‖ ds < ξ = 1.086869.

The first analysis of the Magnus expansion as a numer-
ical procedure for integrating matrix differential equa-
tions in Lie groups was given by Iserles and Nørsett
[10]. They showed howΩk, k > 1, can be approxi-
mated in terms of nested commutators ofA(tik ) at dif-
ferent nodestik ∈ [t0, t0 + h], h being the time step,

Ωk 
 hk
∑

1≤i1,i2,...,ik≤N
βi1,i2,...,ik [A(ti1), [A(ti2), . . . ,

[A(tik−1), A(tik )]]] . (7)
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Then, in terms of matrix evaluations, the cost of all
the multivariate quadratures needed to approximate the
Magnus expansion to a given order is the same as the
cost of the single quadrature formula forΩ1. Never-
theless, the coefficientsβi1,i2,...,ik in (7) have to satisfy
an extraordinarily large system of linear equations for
k ≥ 3 and consequently the number of commutators
required grows rapidly with the order. On the other
hand, time-symmetry of the expansion allows to con-
clude that for achieving a 2nth (n > 1) order integra-
tion method only terms up toΩ2n−2 in theΩ series
have to be considered[3].

Generally speaking, there are two critical factors
in the computational cost of the Lie group solvers
we are considering here. First, the evaluation of the
exponential map from the Lie algebrag into the Lie
groupG. Second, the computation of the commutators
involved in the algorithms.

Concerning the first aspect, several approximation
schemes have been designed such that the outcome lies
in the correct Lie groupG and differs from the exact
solution in a way that is consistent with the order of
integration. For more details, the reader is referred to
[6,7,12].

With respect to the second factor, different strate-
gies have been analyzed to reduce the total number of
commutators. In particular, the theory of graded free
Lie algebras (FLAs) allows to obtain an upper bound
on the number of linearly independent terms required
for a method of ordern, in particular on the commuta-
tors involved[19]. The available theory, however, does
not fix the least number of commutators required for
a method of a given order.

In the next section we present a systematic proce-
dure for reducing to a minimum the number of com-
mutators required by a generic Lie group solver. We
should remark that, forN × N matrices, 2N3 opera-
tions are needed for evaluating one commutator. Thus,
reducing to a minimum this number of commutators
is of the greatest importance for an efficient study
of far-reaching physical problems with this class of
algorithms[9,15,23].

3. Optimization technique in a graded FLA

In the general analysis of Lie group methods for
integrating differential equations it is quite useful the

notion of an FLA[19,22]. This, intuitively, is a Lie
algebra with no specific assumptions about its struc-
ture, except for what is common to all Lie algebras. In
other words, it is a Lie algebra whose terms are gen-
erated by commutators of pairwise elements and such
that the only reducing mechanisms are skew-symmetry
and the Jacobi identity. Thus, the results obtained in
this setting can be applied afterwards in any concrete
Lie algebra.

Let us consider an FLALB generated by the set
B = {b1, b2, . . . , bs}. We introduce a grading function
w on LB simply by assigning a grade to the gener-
ators,w(bl) = l, l = 1, . . . , s, and then propagating
the grades throughoutLB by additivity, w([u, v]) =
w(u)+w(v). In the context of Lie group solvers, usu-
ally bl = O(hl) so that, intuitively, the grade provides
information about the size of each term inLB. It is
also useful to consider inLB a basis, in the sense of
linear algebra. For example, inTable 1we give a ba-
sis of nested commutators (including elements up to
grade 6) whenB = {b1, b2, b3}. Then we can formu-
late the following general question.

Problem 1. Given an elementZ ∈ LB of the form

Z =
2s∑
i=1

νi∑
j=1

αi,jXi,j, (8)

whereXi,j denotes thejth element of the basis of the
FLA of gradei, obtain an approximate expression for
Z up to grade 2s involving the minimum number of
commutators.

The procedure to solve this problem is in princi-
ple very simple, but its technical complexity increases

Table 1
Basis of the Lie algebra,LB, generated byB = {b1, b2, b3}
up to grade 6. [i, j, . . . , k, l] represents the nested commutator
[bi, [bj, [. . . , [bk, bl], . . . ]]]

n νn LB

1 1 X1,1 = b1

2 1 X2,1 = b2

3 2 X3,1 = b3, X3,2 = [12]
4 2 X4,1 = [13], X4,2 = [112]
5 4 X5,1 = [113], X5,2 = [1112],

X5,3 = [23], X5,4 = [212]
6 5 X6,1 = [1113], X6,2 = [11 112],

X6,3 = [123], X6,4 = [1212], X6,5 = [312]
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dramatically withs. First, we take the most general
commutator we can build with{b1, . . . , bs}

d1 =

 s∑
i=1

x1,ibi,

s∑
j=1

y1,jbj


 .

Next, we write the most general element one can form
with {b1, . . . , bs, d1},

d2 =

 s∑
i=1

x2,ibi + x2,s+1d1,

s∑
j=1

y2,jbj+y2,s+1d1


 ,

and we repeat the procedure recursively 2s− 2 times
to reproduce the term

[b1, b1, . . . , b1︸ ︷︷ ︸
2s−2 times

, b2]

if its corresponding coefficientαi,j �= 0. The prob-
lem is reduced then to determine the coefficients
xi,j, ym,n, αi, βj such that

Z =
s∑
i=1

αibi +
2s−2∑
i=1

βidi +Θ(2s+ 1),

whereΘ(k) represents terms inLB of grade k or
higher. Some remarks are in order. First, a nonlinear
system of algebraic equations inxi,j, ym,n, αi, βj has
to be solved in the process, and there is no guarantee at
all that this system has real solutions. In this case, new
commutatorsdl have to be introduced. Second, if there
are real solutions then the minimum number of com-
mutators required is precisely 2s− 2. Third, although
some of the coefficients are redundant, the number of
variables to be determined increases rapidly with the
grade and so does the difficulty of the problem[4]. It
is, therefore, of primary interest to take into account
whatever symmetry properties it has. In particular, if
α2i,l = 0 in (8), we can splitLB asLB = S ⊕ R
with

S=

U ∈ LB : U =

s∑
i=1

νi∑
j=1

α2i−1,jX2i−1,j


 ,

R=

U ∈ LB : U =

s∑
i=1

νi∑
j=1

α2i,jX2i,j


 ,

andZ ∈ S. Now

d1 = [x1,1b1 + x1,3b3 + · · · ,
y1,2b2 + y1,4b4 + · · · ] ∈ S,

d2 = [x2,1b1 + x2,3b3 + · · · + x2,s1d1,

y2,1b1 + y2,3b3 + · · · + y2,s1d1] ∈ R,
d3 = [x3,1b1 + x3,3b3 + · · · + x3,s1d1,

y3,2b2 + y3,4b4 + · · · + y3,r1d2] ∈ S,
and so on. The most general combination which re-
producesZ ∈ S with the minimum number of com-
mutators is then

Z = α1b1 + α3b3 + · · · + β1d1 + β3d3 + · · · ∈ S.

Example 1. Let us illustrate this technique by obtain-
ing an approximation ofZ ∈ S up to grade 6 with
three generators{b1, b2, b3}. FromTable 1

Z= α1b1 + α2b3 + α3[12] + α4[23] + α5[212]

+α6[113] + α7[1112]. (9)

Observe that, due to the symmetry, the termX6,2 does
not appear inZ and thus, in principle, three commu-
tators (instead of four) will be needed ifα7 �= 0. If we
consider, for instance,s1 = [12] ∈ S, r1 = [b1, x1b3+
x2s1] ∈ R, s2 = [x3b1 + x4b3 + x5s1, b2 + r1] ∈ S
and choosex1 = α6/α3, x2 = α7/α3, x3 = α3, x4 =
−α4, x5 = −α5 (if α3 �= 0) thenZ = α1b1 + α2b3 +
s2 +Θ(7). If α3 = 0 we can chooses1, r1 ands2 in a
slightly different way.

4. Application to linear differential equations

4.1. Homogeneous equations

The Lie groupequation (6)may be considered to
be associated with the linear homogeneous system of
theNth order

y′ = A(t)y, y(t0) = y0 (10)

with y ∈ R
N , in the sense thaty(t) = Y(t)y0 is a

solution of (10) if Y(t) satisfies(6) with the identity
matrix as initial condition.

A possible strategy to obtain a numerical inte-
grator from the Magnus expansion is to chooses
distinct quadrature nodes 0≤ c1 < c2 < · · · <
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cs ≤ 1 symmetric with respect to 1/2, evaluate
Ak ≡ hA(t0 + ckh), k = 1, . . . , s, and substitute the
corresponding interpolating polynomial in the recur-
sive scheme for computingΩk. If the function values
A1, A2, . . . , As are replaced by their linear combi-
nations b1, b2, . . . , bs that solve the Vandermonde
system
s∑
j=1

(
ck − 1

2

)j−1

bj = Ak, k = 1,2, . . . , s (11)

thenbi = [hi/(i−1)!]A(i−1)(t0+(h/2)). We can con-
sider the graded FLA generated byB = {b1, . . . , bs}
with grades 1,2, . . . , s, respectively, write the Mag-
nus expansion in this algebra and finally use(11) to
obtain the corresponding numerical method in terms
of Ak [12]. With this procedure it is possible to build
methods of order 2s with only s symmetric colloca-
tion points. In particular, up to order 6 we obtain in
terms of{b1, b2, b3} [4]

Ω= b1 + 1
12b3 − 1

12[12] + 1
240[23] + 1

360[113]

− 1
240[212] + 1

720[1112]+ O(h7),

i.e., an expression similar toEq. (9)with

α1 = 1, α2 = −α3 = 1
12, α4 = −α5 = 1

240,

α6 = 1
360, α7 = 1

720,

so that a sixth-order scheme forEq. (6) reads as fol-
lows for tn+1 = tn + h:

C1 = [b1, b2], C2 = [b1,2b3 + C1],

C3 = [−20b1 − b3 + C1, b2 − 1
60C2], (12)

Ω[6](h) = b1 + 1
12b3 + 1

240C3,

Y(tn+1) ≈ exp(Ω[6])Y(tn).

In terms of Gauss–Legendre collocation points

A1 = hA(tn + (1
2 − 1

10(
√

15))h),

A2 = hA(tn + 1
2h),

A3 = hA(tn + (1
2 + 1

10(
√

15))h),

we have

b1 =A2, b2 = 1
3(

√
15)(A3 − A1),

b3 = 10
3 (A3 − 2A2 + A1), (13)

whereas if theA(t)matrix is known only at equispaced
points,Ai = hA(tn + (ih/4)), i = 0, . . . ,4, then

b1 = 1
60(−7(A0 + A4)+ 28(A1 + A3)+ 18A2),

b2 = 1
15(7(A4 − A0)+ 16(A3 − A1)),

b3 = 1
3(7(A0 + A4)− 4(A1 + A3)− 6A2). (14)

This method involves the minimum number of com-
mutators (three) and requires three or fourA(t)matrix
evaluations per step. Higher orders can be treated in a
similar way. For instance, an eighth-order Magnus me-
thod has been obtained with only six commutators[4].

4.2. Nonhomogeneous equations

As a matter of fact, the Magnus expansion can also
be applied to solve numerically the nonhomogeneous
problem

y′ = A(t)y + g(t), y(t0) = y0, (15)

whereg is a continuous vector on the time interval
which is not identically zero there. Our objective is
to design numerical integrators for the initial value
problem(15) based on algorithm(12) requiring the
lowest computational effort. The resulting numerical
scheme will preserve whatever qualitative properties
system(15) has.

As is well known, the exact solution of(15) is given
by

y(t) = Y(t)

(
y0 +

∫ t

t0

Y−1(s)g(s)ds

)
. (16)

If the flow Y(t) is computed with the (exact or trunca-
ted at a sufficiently high order) Magnus expansion, an
approximation to(16)at timetn+1 = tn+h is given by

y(tn+1) = eΩ(tn+1)

(
y(tn)+

∫ tn+h

tn

F(s)ds

)
, (17)

where F(s) ≡ e−Ω(s)g(s). To obtain a sixth-order
method,Ω(tn+1) is substituted byΩ[6](h) as given by
(12)and the integral appearing in(17) is computed up
to this order of approximation. If we use again equis-
paced points in [tn, tn + h], then

I ≡
∫ tn+h

tn

F(s)ds

= h

90
(7(F0 + F4)+ 32(F1 + F3)+ 12F2)+ O(h7)
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with Fi = F(tn + (ih/4)), i = 0, . . . ,4 [1]. In more
detail,

I = 1
90h(7g(tn)+ 7 e−Ω(tn+1)g(tn+1)

+32 e−Ω(tn+h/4)g(tn + 1
4h)

+32 e−Ω(tn+3h/4)g(tn + 3
4h)

+12 e−Ω(tn+h/2)g(tn + 1
2h))+ O(h7),

so that we only have to obtain approximations for
exp(Ω(tn + h/4)), exp(Ω(tn + h/2)), exp(Ω(tn +
3h/4)), i.e., forΩ(tn+h/4),Ω(tn+h/2),Ω(tn+3h/4)
up to order 5 (because of the factorh of the quadra-
ture). We denote them byΩ[5]

h/4,Ω
[5]
h/2 and Ω[5]

3h/4,
respectively.

This can be done by inserting into the Magnus series
Ω(t) = ∑

i≥1Ωi the Taylor expansion ofA(t) around
t = tn, A(t) = ∑

i≥0 ai(t − tn)
i. In particular, we get

for t = tn + (h/4),

Ω1 = 1
4ha0 + 1

32h
2a1 + 1

192h
3a2

+ 1
1024h

4a3 + 1
5120h

5a4,

Ω2 = − 1
768h

3[a0, a1] − 1
3072h

4[a0, a2]

+h5(− 3
40 960[a0, a3] − 1

61 440[a1, a2]),

Ω3 = h5( 1
368 640[a0, [a0, a2]] − 1

245 760[a1, [a0, a1]]),

Ω4 = 1
737 280h

5[a0, [a0, [a0, a1]]]

with error O(h6) (Ω5 = O(h7)). Now the expres-
sion ofΩ1 is reproduced with the linear combination
ω1,h/4 ≡ h

∑4
i=0 α1iAi if

α10 = 251
2880, α11 = 323

1440,

α12 = − 11
120, α13 = 53

1440, α14 = − 19
2880,

whereas we try to get the relevant terms ofΩ2,Ω3,Ω4
with an expression of the formα21C1+α22C2+α23C3
(Ci given by(12)) to minimize the computational ef-
fort. The corresponding system of equations does not
admit solutions, however, so that at least one addi-
tional commutator is required:

Ω2 +Ω3 +Ω4

= α21C1 + α22C2 + α23C3

+h2[A0, α24A1 + α25A4] + O(h6).

A possible solution is given by

α21 = α22 = 0, α23 = 1
1024,

α24 = − 1
192, α25 = 1

12 288,

and finally

Ω
[5]
h/4 = ω1,h/4 + 1

1024C3 + C4,h/4,

ω1,h/4 = h( 251
2880A0 + 323

1440A1 − 11
120A2

+ 53
1440A3 − 19

1880A4),

C4,h/4 = h2[A0,− 1
192A1 + 1

12 288A4]. (18)

Proceeding in a similar way, we get forΩ[5]
h/2

Ω
[5]
h/2 = ω1,h/2 + 1

32C3 + C4,h/2,

ω1,h/2 = h( 29
360A0+ 31

90A1 + 1
15A2 + 1

90A3− 1
360A4),

C4,h/2 = h2[A0,− 1
48A2 + 1

384A4]. (19)

The last approximation needed is

Ω
[5]
3h/4 = ω1,3h/4 + 243

1024C3 + C4,3h/4,

ω1,3h/4 = h( 27
320A0+ 51

160A1+ 9
40A2+ 21

160A3− 3
320A4),

C4,3h/4 = 27
8 C4,h/2 − 9C4,h/4, (20)

so that only two additional commutators are required.
The numerical approximationyn+1 toy(tn+1) is finally
given by

yn+1 = 7
90h g4 + eΩ

[6](h)

× (yn + 1
90h(7g0 + 32 e−Ω

[5]
h/4g1

+ 12 e−Ω
[5]
h/2g2 + 32 e−Ω

[5]
3h/4g3)), (21)

wheregi ≡ g(tn + (ih/4)) andΩ[6](h) is obtained
with Eqs. (12) and (14).

The additional cost for solving the nonhomogene-
ous linear problem with this algorithm is, essentially,
two commutators and three matrix exponential–vector
products. No additionalA(t) matrix evaluations are
required. Although only a Newton–Cotes quadrature
formula has been considered here, it is clear that the
procedure can also be carried out with other quadra-
ture rules, possibly involving matrix evaluations at
different steps along the integration. Algorithm(21)
could be useful for the class of problems analyzed in
[23].
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5. Application to nonlinear differential
equations in Lie groups

In this section we examine how the optimization
technique for reducing the number of commutators
can also be applied to the RKMK class of Lie group
solvers for the general equationY ′ = A(t, Y)Y .

By combining the stage valuesAk computed by the
algorithm(5), linear combinationsQk of the highest
possible order in the step sizeh (i.e., of the highest
possible grade) are obtained. In order to build an ex-
plicit method it is required thatQk are related toAk
by a triangular matrix. Given a particular RK scheme,
optimal combinations are found in[19] by using the
theory of order conditions for RK methods. As a result,
new versions of the RKMK algorithm(5) based on the
classical fourth-order RK scheme and the fifth-order
method DOPRI5 are constructed involving two and 12
commutators, respectively, instead of six and 24 in the
original implementation[19].

In particular, for the much used fifth-order method
DOPRI5, which has a total of seven stages (the sev-
enth stage is used only for error estimation)[8], the
modified RKMK algorithm proposed in[19] reads as
follows:

do i = 1,7

ui given by(23)
Ai = hA(tn + cih,eui Yn)
Qi given by(22)

end do
Yn+1 = eu7Yn

with

Q1 =A1 = O(h), Q2 = A2 − A1 = O(h2),

Q3 =A3 − 3
2A2 + 1

2A1 = O(h3),

Q4 =A4 − 6A3 + 5A2 = O(h3),

Q5 =A5 − 106
81 A4 + 128

243A3 − 53
243A1 = O(h4),

Q6 =A6 − 567
212A5 + 7

4A4 − 4
53A3 = O(h4),

Q7 =A7 − 176
105A6 + 17 253

8480A5 − 71
48A4

+ 568
3339A3 − 71

1440A1 = O(h5), (22)

and

u1 = 0, u2 = 1
5Q1,

u3= 3
10Q1+ 9

40Q2− 9
400[Q1,Q2]+ 3

4000[Q1,[Q1,Q2]] ,

u4 = 4
5Q1 + 8

5Q2 + 32
9 Q3 − 2

75[Q1,Q2]

− 8
15[Q1,Q3] − 73

2250[Q1, [Q1,Q2]] ,

u5 = 8
9Q1 + 160

81 Q2 + 53 000
6561Q3 − 212

729Q4

+ 628
2187[Q1,Q2] − 8480

6561[Q1,Q3]

+ 424
3645[Q1,Q4] − 3971

32 805[Q1, [Q1,Q2]] ,

u6 =Q1 + 5
2Q2 + 3395

396Q3 − 7
88Q4 − 5103

18 656Q5

+ 4
33[Q1,Q2] − 455

264[Q1,Q3] + 7
80[Q1,Q4]

−1103
7920[Q1, [Q1,Q2]] ,

u7 =Q1 + 5
2Q2 + 115

36Q3 + 11
24Q4 + 189

6784Q5

+ 11
84Q6 − 5

12[Q1,Q2] − 55
72[Q1,Q3]

− 7
48[Q1,Q4] − 675

13 568[Q1,Q5] − 11
168[Q1,Q6]

− 25
36[Q2,Q3] − 5

24[Q2,Q4]

+ 5
216[Q1, [Q1,Q3]] + 1

144[Q1, [Q1,Q4]]

− 5
48[Q2, [Q1,Q2]] + 1

144[Q1, [Q1, [Q1,Q2]]] .

(23)

Here the coefficientsci are[8] c1 = 0, c2 = 1/5, c3 =
3/10, c4 = 4/5, c5 = 8/9, c6 = c7 = 1, so that, as
can easily be observed, at most 12 commutators are
involved. We should mention that in[19] there are
some misprints in the coefficients ofu5 andu6 [21].

Although in this case the grade of the generators
w(Ql) �= l, it is possible to generalize the strategy
developed inSection 3to this case and reduce the
number of commutators to a minimum. Next we show
that, in fact, this minimum number is 5.

We commence by observing thatu3 requires the
evaluation of [Q1,Q2] and [Q1, [Q1,Q2]]. In u4, we
have the commutator [Q1,Q3], which cannot be ob-
tained fromu3. In a similar way, we need to incorpo-
rate the commutator [Q1,Q4], which appears inu5,
whereasu6 does not require additional commutators.
Thus, four commutators are needed to determine the
intermediate steps of the algorithm and the commu-
tator [Q1, [Q1, [Q1,Q2]]] (not previously available)
is present inu7. In consequence, 5 is the minimum
number required.

Let us introduce the commutators

C1 = [Q1,Q2], C2 = [Q1, C1],

C3 = [Q1,Q3], C4 = [Q1,Q4], (24)
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and, to reproduceu7 up to order O(h6),

C5 = [a1Q1 + a2Q2, b1Q3 + b2Q4 + b3Q5

+ b4Q6 + b5C1 + b6C2 + b7C3 + b8C4],

(25)

so that

u7 =Q1 + 5
2Q2 + 115

36Q3 + 11
24Q4 + 189

6784Q5

+ 11
84Q6 +

5∑
i=1

γiCi. (26)

After expandingC5, equating terms with(23) and
solving the corresponding equations we get

a1 = 1, a2 = 1, b1 = −25
36, b2 = − 5

24,

b3 = − 675
13 568, b4 = − 11

168, b5 = − 5
48,

b6 = 1
144, b7 = 5

216, b8 = 1
144,

γ1 = − 5
12, γ2 = 5

48, γ3 = − 5
72,

γ4 = 1
16, γ5 = 1, (27)

and thus the optimal (with respect to the number of
commutators) fifth-order RKMK method based on
DOPRI5 replacesu7 in (23) by (24)–(27).

6. Concluding remarks

In this work we have applied the optimization tech-
nique in a graded FLA exposed inSection 3to mini-
mize the number of commutators of Lie group solvers,
both for linear and nonlinear differential equations.

In the first case we have considered a numerical
scheme built from the Magnus expansion. It requires
the evaluation of just one matrix exponential and
therefore the optimization of only one elementZ
of the form (8). The time-symmetry of the Magnus
expansion leads to further simplifications and the
optimization is maximal: a sixth-order scheme has
been constructed requiring the minimum number of
commutators.

For the more general equationA′ = A(t, Y)Y , the
existing Lie group solvers (the RKMK or some vari-
ants of the Crouch–Grossman class of algorithms[17])
involve the computation of the exponential of several
elements ofg at the intermediate stages. Accordingly,

one has a sequence of elementsZi, i = 1, . . . , l in LB
to approximate with the minimum number of commu-
tators and, in addition, the evaluation ofZ1, . . . , Zi−1
is required for computingZi. This can impose severe
restrictions on the optimization procedure. As a rule,
the higher the total number of elementsZi involved
in the algorithm, the less significant is the reduction
in the number of commutators in the corresponding
optimal expressions.
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